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Figure 2. Correlations among seasonal means of activity, brightness, and color from the time series of Figure 1. Error bars indicate the error in the mean. Magnitude
scales are in milli-magnitudes and are inverted such that brightness increases in the upward/rightward directions.

The combined S time series in Figure 1(a) contains 1285
measurements from five different instruments. The majority of
the measurements (624 measurements from 1967 to 2003)
come from the original Mount Wilson survey, calibrated as
described in Baliunas et al. (1995). We assumed a uniform
measurement error of 3% of the mean for this time series, near
the upper limit quoted by Wilson (1968). The next largest
portion of the measurements are from the SSS at Lowell
Observatory (364 measurements from 1993 to 2014) (Hall &
Lockwood 1995), taking the time series from the beginning of
the Mount Wilson survey to present day. SSS obtains R =~
10,000 at Hav spectra, and S is derived by approximating the
Can H, K and continuum bandpasses used by the MWO
instrument. These data are then calibrated to the Mount Wilson
instrumental scale using long-duration means of common
targets. A typical measurement error of 2.4% was estimated
using photon statistics in the K line core and detector
properties. Observations from the SMARTS Southern HK
survey using the RC Spec R =~ 2500 spectrograph at 1.5m
telescope at CTIO are the third largest contribution (140
measurements from 2008 to 2013), and though of shorter
duration, this queue-scheduled time series is not plagued by the
large seasonal gaps of the other surveys, allowing short-period
variation to be better determined. These data were calibrated to
the Mount Wilson scale via common observations with SSS
targets, as described in Metcalfe et al. (2010). An additional
108 measurements from 2011 to 2015 derived from HARPS
R =~ 120,000 spectra from a solar twin planet search (Ramirez
et al. 2014; Bedell et al. 2015), again calibrated to the MWO
scale using common targets, as described in (Lovis et al. 2011).
Finally, we add 49 observations from 2002 to 2008 derived
from R ~ 55,000 spectra of the Hamilton Spectrometer at Lick
Observatory. These observations’ are part of the California
Planet Search (CPS) and were similarly calibrated to the MWO
scale using common targets (Isaacson & Fischer 2010).

Though each of these time series used a global calibration to
the Mount Wilson scale using long-term means of commonly
observed targets, visual inspection of the combined time series
revealed obvious discontinuities and differences in scale. This is
likely due to the fact that the global calibration involves a
compromise linear fit among all targets, while scatter about that

7 http://cdsarc.u-strasbg.fr/viz-bin/Cat?J /ApJ /725 /875

fit reveals error in the calibration that would result in a
discontinuity in any individual target. We applied a simple
calibration that assumes overlapping periods of two different
time series ought to agree on the mean for that period. To
calibrate S to the scale of Sy, the mean value over the period of
overlap, S and S were calculated, and a scaling factor C = §,/8
was derived. The resulting calibrated time series S’ = CS then
has an equivalent mean value over the overlapping period
to the base series Sy. The resulting scaling factors were
C(SSS — MWO) = 1.015, C(SMARTS — SSS’) = 1.067,
C (HARPS — SSS’) = 1.074, C(CPS — SSS’) = 1.098. The
SMARTS, HARPS, and CPS time series were scaled using
overlapping portions of the post-calibration SSS time
series, therefore their overall scaling is multiplied by
C(SSS — MWO). This calibration removed obvious disconti-
nuities in the combined time series and reduced the standard
deviation by 3.8%. The final combined time series has a grand
mean S = 0.303 and a standard deviation o = 0.0167. Seasonal
means for the combined time series are shown as black circles in
Figure 1(a). Following these seasonal means, clear cyclic
behavior is visible, emphasized by the cycle model (red curve)
described below.

We also examined the 22-year time series of differential
photometry acquired with the T4 0.75m APT at Fairborn
Observatory (Henry 1999), shown in Figure 1(c). These
measurements, made in the Stromgren b (467nm) and y
(547 nm) bands, are a difference with respect to the mean
brightness of two stable comparison stars, HD 31414 and
HD 30606. The differential measurements in the » and y bands
are then averaged to (b + y)/2 to create a “by” band that
increases the signal to noise ratio. The unimportant mean
difference is subtracted from the time series. The stability of the
comparison stars is demonstrated in the seasonal mean of their
brightness difference in the by band, shown as white squares
in Figure 1(c), with a standard deviation o = 0.00093 mag.
HD 30495 by brightness is strongly variable (¢ = 0.0065 mag)
and out-of-phase with the S-index shown in Figure 1(b). A rank
correlation test between S and by seasonal means shows 99.98%
significance in the correlation, which is plotted in Figure 2(a).
This is interpreted as evidence the star’s brightness variations are
dominated by dark spots, which are more prevalent during times
of activity maximum. Figure 1(d) plots the A(b — y) color
index where blue shading indicates negative color index and


http://cdsarc.u-strasbg.fr/viz-bin/Cat?J/ApJ/725/875

THE ASTROPHYSICAL JOURNAL, 812:12 (11pp), 2015 October 10

EGELAND ET AL.

80||||||||||||||||||||||||||||| T T T T [ T T T T [ T T T T [ T T T
70~ | (@) [— mMwo (1967-2003) _
-- SSS5(1993-2015)
601~ — SMARTS (2008-2013) .
50f- ) —
— /
]
= 40
o}
o
30
20
10
80||||||||||||||||||||||||||||| T T 1
70t~ (b) — Combined S-index
APT photometry / 5
60
50
o
2
S 40/
o ‘\
K1 R e e B s Nttt
20 N
BTy A W N A — A
IJI|IIII|I\]‘\LA‘]III‘[ I\'||
1.0 1.5 35 5

Period [yr]

Figure 3. Lomb-Scargle periodograms from the time series of Figure 1. Panel (a) contains the result from single-instrument S-index surveys and panel (b) the
combined S-index time series, as well as the APT photometry of Figure 1(c). Note the division in the period scale. The hatched region near P ~ 1 year contains
artifacts of the seasonal sampling. The green and red horizontal dashed lines are the “excellent” and “poor” significance thresholds for the S-index periodograms, as
defined in Baliunas et al. (1995). Note that the APT periodogram is scaled down by a factor of five for easy comparison and the magenta horizontal line is the

“excellent” threshold for that series.

green shading indicates positive color index. Comparing panels
(b), (¢), and (d) of Figure 1, we see that HD 30495 gets bluer as it
gets brighter (activity minimum) and redder as it gets fainter
(activity maximum). This is shown again more clearly in
Figures 2(b) and (c), in particular the remarkably tight color-
brightness correlation. We interpret this color shift as an increase
in surface temperature during times of activity minima, due to
the reduction of cool spots on the surface.

We computed the Lomb-Scargle periodogram (Scargle
1982; Horne & Baliunas 1986) from our time series to find
statistically significant periodicities in the data, with the results
shown in Figure 3. To verify the robustness of the peaks, we
compare the periodogram of the combined time series (thick
black line) to those of the individual MWO, SSS, and
SMARTS series over shorter intervals, as well as to the
periodogram of the (b + y)/2 photometry. Not shown in the
figure are the large peaks beyond 25 years in the MWO and
combined S-index periodograms, which are most likely due to
the windowing of the entire time series, not true physical
variation. The hatched regions of P < 1.1 on the left side of
periodograms contain a number of large peaks near 1 year,
which are aliases due to the seasonal sampling in our time

series. We verified these are all aliases by obtaining a least-
squares fit of the data to a sine wave with a period set by one of
the ~1 year peaks, then subtracting that signal from the time
series and re-computing the periodogram. The new period-
ogram would no longer contain the ~1year peak, and a
corresponding low-frequency peak would be removed as well.
This established a symmetry between the low-frequency peaks
and these ~1 year peaks, and as a result we do not consider any
peak <1.1 years to be physical. (See also Figure 4(c), in which
spurious ~1 year peaks are found in the periodogram of a
signal of pure sine waves of lower frequency.)

Following Horne & Baliunas (1986), we calculate the “False
Alarm Probability” (FAP) threshold:

z=—In(1-(1 = F)/N) )

where F is the probability that there exists a peak of height z at
any frequency due to random Gaussian noise in the signal, and
N; is the number of independent frequencies in the time series.
We computed N; by generating 5000 random time series with the
same sampling times of our data, generating a probability
distribution for the maximum peak z, and fitting this distribution
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Figure 4. Lomb—Scargle periodogram of (a) the original composite S-index
time series (b) three-component cycle model with equal-spaced sampling (c)
three-component cycle model with the same sampling as the original data (d)
the residual of the original data minus the cycle model. Note that period and
power scales change at the 4-year mark; the left and right y-axis give the power
scale for that side. Periodograms of the cycle model are normalized to 1.

to Equation (1) inverted for F, with N; as the free parameter. The
upper threshold (green line) shown in Figure 3 corresponds to
F = 10711, the threshold for an “excellent” cycle in Baliunas
et al. (1995), and the lower threshold (red line) is for F = 103
(99.9% significance), the minimum requirement for a “poor”
cycle in that work. The FAP thresholds shown are those
computed for the combined time series, however they are similar
to those obtained for the individual component time series, being
only slightly more stringent.

The uncertainties in peak positions were estimated using a
Monte Carlo method. In each trial, each time series measure-
ment is randomly sampled from a Gaussian distribution defined
by that measurement’s value and uncertainty. Then, a period-
ogram is computed and the new peak position saved. By
running 5000 trials, an approximately Gaussian distribution of
peak positions is obtained, and the uncertainty is estimated as
its standard deviation.

In the combined time series we found four resolved peaks
above the “excellent” threshold: a long period peak
Piong = 12.77 £ 0.09 year, and a cluster of three short-period
peaks at  RByor1 = 1.572, Rpor2 = 1.486, and  Ryon3 =
1.615 year (Oshore = 0.003). The Pione peak is found between
nearby significant peaks found in the MWO (Piopgmwo =
10.7 year) and SSS (Piong,sss = 15.3 year) time series, and
nearby the Piong apr = 12.2 peak from by photometry. The
spread in periods from the earlier MWO data to the later SSS
data indicates that, like the Sun, the long-term cycle is only
quasi-periodic, and the duration of each individual cycle varies.
This increase in period was confirmed in a wavelet analysis of
the S seasonal means (not shown), which showed the period
increasing from ~10 to ~14 years over the duration of the time
series. The ~13 year peak in Figure 3(b) has a protruding
“shoulder” on its right side, which is due to an unresolved peak
near 17 year. This peak was resolved in ~25% of the Monte
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Carlo trials done to determine the uncertainty in peak positions,
allowing us to measure a mean value of 16.9year. This
~17 year period and another large peak at ~37 year were found
to be artifacts of the amplitude structure and/or the duration of
the time series (data window). We verified this by computing
periodograms of various fractions of the data window (e.g., 2/3
to 1/2 of the total duration) at various offsets and noting that
the ~17 year peak disappears in all cases and the ~37 year
peak shifts close to the duration of the new window.

Figure 3(b) shows the short-period peaks are almost
perfectly matched by two peaks (1.49 and 1.61 year) in the
APT periodogram. We also find a broad corresponding
“excellent”-class peak at 1.63 year in the SMARTS time series
and again in the HARPS series at 1.75 year. A less significant
“poor”’-class peak at 1.85 year is in the SSS data and 1.53 year
in the MWO data. The spread in values indicates that these
short-period variations are not of a constant frequency, which
we investigate in detail in Section 4.

We find that both the long and short-period signals are
found consistently in several distinct S-index time series of
different time intervals, as well as in the APT differential
photometry, a measurement using very different observation
methods to sample a physically distinct region of the star. This is
strong evidence for the co-existence of variability on different
time scales and in distinct regions of the stellar atmosphere,
analogous to the solar observations of the 11-year cycleand QBO.

3. SIMPLE CYCLE MODEL

In the Sun, each occurrence of rising and falling activity is
numbered and, somewhat confusingly, referred to as a “cycle,”
with the current episode denoted as “cycle 24.” Properties of
each cycle such as duration, amplitude, and shape are measured
and found to vary. We wish to similarly decompose the
~12 year periodic signal of HD 30495 into individual cycles
and measure their properties. For the Sun, this decomposition is
typically done by identifying cycle minima in a smoothed time
series of a proxy such as sunspot number, e.g., the 13-month
boxcar smoothing of the monthly averages, and then using the
minima as delimiters for each cycle (Hathaway 2010). The
seasonal gaps in stellar time series do not allow us to use this
same prescription. Instead, we construct an idealized smoothed
model of the time series as a superposition of low-frequency
sine waves:

. (2
S(1); = A; sin (?ﬂ-(t + ¢,)) + 2)
where P; is a low-frequency period from a periodogram
analysis, and the amplitude A;, phase ¢; and offset y; are found
using a least squares optimization of this model to the mean-
subtracted data. The final model is simply:

Np
SO=3S®i+S§ 3)

where Np is the number of component sine waves and S is the
original mean S-index.

We obtain the parameters of Equation (2) by iteratively
finding the lowest-frequency period in a Lomb-Scargle
periodogram of the composite S-index time series, fitting the
sine to the data using a least-squares optimization, and
subtracting the result from the data before computing the next
periodogram. We carry out three such iterations in order to find



